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#### Abstract

In this paper the Dirac operator on the Klein model for the hyperbolic unit ball is considered and a Cauchy-type integral transform is defined, by means of a Cauchy kernel with singularity on the nullcone.
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## 1. Introduction

In recent papers the authors have developed a function theory for the Dirac operator on the hyperbolic unit ball-realized as the manifold of rays inside the future cone FC in the flat Minkowski space-time $\mathbb{R}^{1, m}$ (see [9,10])—within the framework of Clifford analysis, a direct and elegant generalization to higher dimension of the theory of holomorphic functions in the complex plane. Whereas most of the classical literature concerns the Dirac operator on the flat Euclidean space (see [1,7,13]), a natural generalization consists in studying the Dirac operator on general manifolds within the framework of Clifford analysis (see [2,5]). For the particular choice of a positively curved Riemannian manifold we refer to the work of Liu, Ryan, Van Lancker and Sommen (see [17,18,20]), whereas in this paper we consider

[^0]a model for the negatively curved Riemannian space. The nature of our model is projective, hereby inspired by Gel'fand and collaborators (see [11]), whence all relevant objects are to be defined on the manifold of rays. In particular, the fundamental solution for the Dirac operator on the hyperbolic unit ball was defined on the manifold of rays by considering a homogenous Clifford line bundle and by defining functions on the hyperbolic unit ball as sections of this bundle (see $[3,4,8]$ ). This means that functions on the hyperbolic unit ball are homogeneous in space-time coordinates $(T, \underline{X})$ and that the Dirac operator on the hyperbolic unit ball is defined as the Dirac operator on the flat Minkowski space-time $\mathbb{R}^{1, m}$ acting on homogeneous functions.

The fundamental solution for the hyperbolic Dirac equation, as constructed in Ref. [9], is $\alpha$-homogeneous in space-time coordinates ( $\alpha$ being a complex number) and becomes singular on the positive time-axis. In order to develop a function theory on the hyperbolic unit ball, using integral formulae such as Stokes' and Cauchy's theorem, these singularities were to be removed from the time-axis to an arbitrary ray inside the future cone in such a way that the transformations involved commute with the invariance group of the Dirac operator, which is the group $\operatorname{Spin}(1, m)$. This means that we have used a pure boost to remove the singularities to an arbitrary ray inside $F C$.

However, the positive time-axis cannot be boosted to a ray belonging to the upper part of the nullcone, as this would (relativistically speaking) require an infinite amount of energy. Nevertheless, in this paper we solve the equation for the fundamental solution of the Dirac operator on the hyperbolic unit ball having a singularity on the nullcone, by introducing manu militare a delta function on the nullcone.

This will be done by means of Clifford analysis techniques, for which we refer to Section 2, and Riesz' distributions, introduced in Section 3. The so-called photogenic fundamental solution will be constructed in Section 4 and in Section 5 it will be used to define the photogenic Cauchy transform. In Section 6 its boundary values will be determined, yielding results for the space $L_{2}\left(S^{m-1}\right)$ of square integrable functions on the unit sphere $S^{m-1} \subset \mathbb{R}^{m}$.

## 2. Clifford algebras and Clifford analysis

### 2.1. Clifford analysis on flat Euclidean space

Consider an orthonormal basis $\left\{e_{1}, \ldots, e_{m}\right\}$ for $\mathbb{R}^{m}$ endowed with the standard Euclidean inner product $\langle\underline{x}, \underline{y}\rangle=\sum_{j} x_{j} y_{j}$. The Clifford algebra $\mathbb{R}_{m}$ is then defined as the $2^{m_{-}}$ dimensional real associative, but non-commutative, algebra generated by $\left\{e_{1}, \ldots, e_{m}\right\}$ and the multiplication rule: $e_{j} e_{j}+e_{j} e_{i}=-2 \delta_{i j}$. An element of $\mathbb{R}_{m}$ is called a Clifford number and has the form $a=\sum_{A \subset M} a_{A} e_{A}, a_{A} \in \mathbb{R}$, where $A=\left\{i_{1}, \ldots, i_{k}\right\}, i_{1}<\cdots<i_{k}$ is a subset of $M=\{1, \ldots, m\}$ and $e_{A}=e_{i_{1}} \cdots e_{i_{k}}$. For $A$ the empty set we put $e_{\phi}=1$ and if $A$ has $k$ elements, $e_{A}$ is called a $k$-vector. Denoting the projection of $a \in \mathbb{R}_{m}$ on its $k$-vector part as $[a]_{k}$, we get $a=\sum_{k=0}^{m}[a]_{k}$ with $[a]_{k} \in \mathbb{R}_{m}^{(k)}$. The even subalgebra is the subspace $\mathbb{R}_{m}^{(+)}=\sum_{k \text { even }} \mathbb{R}_{m}^{(k)}$ of $\mathbb{R}^{m}$.

Vectors in $\mathbb{R}^{m}$ are identified with 1-vectors in $\mathbb{R}_{m}$. Note that the for two vectors $\underline{x}, \underline{y} \in \mathbb{R}_{m}$, the Clifford product $\underline{x} \underline{y}=\underline{x} \cdot \underline{y}+\underline{x} \wedge \underline{y}$ incorporates both the inner product $\underline{x} \cdot \underline{y}=-<$ $\underline{x}, \underline{y}>$ and the outer product $\underline{x} \wedge \underline{y}=\sum_{i<j} e_{i j}\left(x_{i} y_{j}-x_{j} y_{i}\right)$.

The conjugation on $\mathbb{R}_{m}$ is defined as the map sending $a \mapsto \bar{a}$, with $\overline{e_{i}}=-e_{i}$ and $\overline{a b}=\overline{b a}$. The Clifford group $\Gamma(m)$ is the subgroup of $\mathbb{R}_{m}$ generated by the non-zero vectors of $\mathbb{R}^{m}$; the Pin group $\operatorname{Pin}(m)$ is the subgroup of $\Gamma(m)$ consisting of products of unit vectors of $\mathbb{R}^{m}$ and the Spin group $\operatorname{Spin}(m)$ is the subgroup of $\operatorname{Pin}(m)$ consisting of products of an even number of unit vectors of $\mathbb{R}^{m}$. For an element $s \in \operatorname{Pin}(m)$ the map $\chi(s): \mathbb{R}^{m} \mapsto \mathbb{R}^{m}: \underline{x} \mapsto s \underline{x} \bar{s}$ induces an orthogonal transformation on $\mathbb{R}^{m}$. In this way $\operatorname{Pin}(m)$ defines a double covering of the orthogonal group $\mathrm{O}(m)$ whereas the Spin group defines a double covering of $\mathrm{SO}(m)$.

The Dirac operator on $\mathbb{R}^{m}$ is defined as the vector derivative $\underline{\partial}=\sum_{j} e_{j} \partial_{j}$, which is a first-order $\operatorname{Spin}(m)$-invariant differential operator factorizing the Laplacian $\Delta_{m}$ on $\mathbb{R}^{m}$ : $\underline{\partial}^{2}=-\Delta_{m}$. Let $\Omega$ be an open subset of $\mathbb{R}^{m}$ and let $f: \Omega \mapsto \mathbb{R}_{m}$ be an element of $C^{1}(\Omega)$. If $\underline{\partial} f=0$ on $\Omega, f$ is called monogenic on $\Omega$. It is clear that monogenic functions in $\Omega$ form a subclass of the harmonic functions in $\Omega$. In polar coordinates the Dirac operator admits the following decomposition: $\underline{\partial}=\underline{\omega}\left(\partial_{r}+\frac{1}{r} \Gamma\right)$, where $\underline{x}=r \underline{\omega}$ and $\Gamma=-\underline{x} \wedge \underline{\partial}$ is the spherical Dirac operator on $S^{m-1}$. This operator, which is strongly related to the Atiyah-Singer Dirac operator on the sphere (see e.g. [17,20]) is a self-adjoint operator on the module $L_{2}\left(S^{m-1}\right)$ with inner product

$$
(f, g)=\int_{S^{m-1}} \bar{f} g \mathrm{~d} \underline{\xi},
$$

which is a consequence of Stokes' theorem on the sphere:

$$
\begin{equation*}
\int_{S^{m-1}}[(f \Gamma) g+f(\Gamma g)] \mathrm{d} \underline{\xi}=0=\int_{S^{m-1}}[(\overline{\Gamma f}) g-\bar{f}(\Gamma g)] \mathrm{d} \underline{\xi} . \tag{1}
\end{equation*}
$$

The restriction to $S^{m-1}$ of a $k$-homogeneous monogenic polynomial $P_{k}(\underline{x})$ is called an inner spherical monogenic and satisfies $\Gamma P_{k}=-k P_{k}$. The restriction to $S^{m-1}$ of a ( $1-$ $k-m)$-homogeneous monogenic function $Q_{k}(\underline{x})$ on $\mathbb{R}^{m} \backslash\{\underline{0}\}$ is called an outer spherical monogenic and satisfies $\Gamma Q_{k}=(k+m-1) Q_{k}$. The (right Clifford) modules containing these functions are, respectively, denoted as $M_{+}(k)$ and $M_{-}(k)$. Inner and outer spherical monogenics on $S^{m-1}$ are related as follows: $P_{k}(\underline{\omega}) \in M_{+}(k) \Rightarrow \underline{\omega} P_{k}(\underline{\omega}) \in M_{-}(k)$ and vice versa. Each function $f \in L_{2}\left(S^{m-1}\right)$ can be decomposed as $f=\sum_{k=0}^{\infty} P(k)[f]+Q(k)[f]$, where the series converges in $L_{2}$-sense (see Ref. [7]).

The fundamental solution for the Dirac operator is given by the so-called Cauchy kernel $E(\underline{x})=\frac{\underline{x}}{|\underline{x}|^{m}}$, satisfying $\underline{\partial} E(\underline{x})=-\delta(\underline{x})=E(\underline{x}) \underline{\partial}$. Since the Dirac operator on $\mathbb{R}^{m}$ is invariant under translations, we immediately have that $\underline{\partial} E(\underline{x}-\underline{y})=-\delta(\underline{x}-\underline{y})$.

### 2.2. Clifford analysis on hyperbolic space

The Clifford algebra $\mathbb{R}_{1, m}$ is generated by an orthonormal basis $\left\{\epsilon, e_{1}, \ldots, e_{m}\right\}$ for $\mathbb{R}^{1, m}$ and the multiplication rules $\epsilon e_{j}+e_{j} \epsilon=0, e_{i} e_{j}+e_{j} e_{i}=-2 \delta_{i j}$ and $\epsilon^{2}=1$. The Dirac operator on $\mathbb{R}^{1, m}$ is given by $\epsilon \partial_{T}-\underline{\partial}$, where $\underline{\partial}=\sum_{j} e_{j} \partial_{X_{j}}$. It was already mentioned in Section 1 that hyperbolic monogenics are defined as $\alpha$-homogeneous solutions for the hyperbolic Dirac operator. Putting $F(T, \underline{X})=\lambda^{\alpha} f(\underline{x})$, where $\lambda=T$ and $\underline{x}=\frac{X}{T}$, and writing
the Dirac operator on $\mathbb{R}^{1, m}$ in terms of $(\lambda, \underline{x})$ it is clear that the hyperbolic function theory is equivalent with a function theory for the operator $(\underline{\partial}+\epsilon[\mathbb{E}-\alpha])$ acting on functions $f(\underline{x})$ defined on the unit ball $B_{m}(1) \subset \mathbb{R}^{m}$ (for more details we refer to [8-10]). The following definition and theorem yield a method to construct hyperbolic monogenics.

Definition 1. For all $\underline{x} \in B_{m}(1)$ the function $\operatorname{Mod}(\alpha, k, \underline{x})$ is defined as

$$
\operatorname{Mod}(\alpha, k, \underline{x})=F_{1}\left(|\underline{x}|^{2}\right)+\frac{k-\alpha}{2 k+m} \underline{x} \epsilon F_{2}\left(|\underline{x}|^{2}\right),
$$

where

$$
\begin{aligned}
& F_{1}(t)=F\left(\frac{1+k-\alpha}{2}, \frac{k-\alpha}{2}, k+\frac{m}{2} ; t\right), \\
& F_{2}(t)=F\left(\frac{1+k-\alpha}{2}, \frac{2+k-\alpha}{2}, 1+k+\frac{m}{2} ; t\right) .
\end{aligned}
$$

Theorem 1. Let $P_{k}(\underline{\omega}) \in M_{+}(k)$ be an inner spherical monogenic and let $\alpha \in \mathbb{C}$. Then the function $P_{\alpha, k}(T, \underline{X})$ given for all $(T, \underline{X}) \in F C$ by

$$
P_{\alpha, k}(T, \underline{X})=T^{\alpha} \operatorname{Mod}\left(\alpha, k, \frac{X}{\bar{T}}\right) P_{k}\left(\frac{X}{\bar{T}}\right)
$$

is an $\alpha$-homogeneous solution for the hyperbolic Dirac operator.
Note that the value $\alpha=-m / 2$ corresponds to the conformal Dirac operator on the hyperbolic unit ball (see e.g. [17]). The conformal Dirac operator is invariant under the Moebius group $\operatorname{Mob}(m) \cong \operatorname{Spin}(2, m)$, and by restricting this group to the subgroup $\operatorname{Spin}(1, m)$, which is the invariance group of the Dirac operator on the hyperbolic unit ball, a richer function theory is obtained.

## 3. Distributions defined by divergent integrals

In this section we introduce the distributions $x_{+}^{\lambda}$ on $\mathcal{D}(\mathbb{R})$ and the distributions $\rho^{\lambda}$ on $\mathcal{D}\left(\mathbb{R}^{1, m}\right)$, with $\lambda$ an arbitrary complex number. As a general reference to the rest of this section, we refer to $[6,12,14,16]$.

The function $x_{+}^{\lambda}$, defined by $x^{\lambda}$ for $x>0$ and $x=0$ elsewhere, is locally integrable for $\operatorname{Re}(\lambda)>-1$ and hence defines a regular distribution for these values. To define $x_{+}^{\lambda}$ in the strip $-n-1<\operatorname{Re}(\lambda)<-n$, one can use analytic continuation:

$$
<x_{+}^{\lambda}, \varphi>=\frac{<\left(\mathrm{d}^{n} / \mathrm{d} x^{n}\right) x_{+}^{\lambda+n}, \varphi>}{(\lambda+1)(\lambda+2) \cdots(\lambda+n)},
$$

where the derivatives with respect to $x$ must be interpreted in distributional sense. Hence, for $-n-1<\operatorname{Re}(\lambda)<-n$ one defines

$$
<x_{+}^{\lambda}, \varphi>=(-1)^{n} \frac{<x_{+}^{\lambda+n}, \varphi^{(n)}>}{(\lambda+1)(\lambda+2) \cdots(\lambda+n)}, \quad \varphi \in \mathcal{D}(\mathbb{R})
$$

This means that for all $\varphi \in \mathcal{D}(\mathbb{R}),\left\langle x_{+}^{\lambda}, \varphi\right\rangle$ defines a meromorphic function of $\lambda$ with simple poles at $\lambda=-1-n, n \in \mathbb{N}$. The residue at $\lambda=-1-n$ is easily found to be $\operatorname{Res}\left(x_{+}^{\lambda}, \lambda=-1-n\right)=\frac{(-1)^{n}}{n!} \delta^{(n)}(x)$, for all $n \in \mathbb{N}$. In order to remove the simple poles of $x_{+}^{\lambda}$ we divide by $\Gamma(1+\lambda)$, and so the distribution $\frac{x_{+}^{\lambda}}{\Gamma(\lambda+1)}$ is well-defined on $\mathcal{D}(\mathbb{R})$ for all $\lambda \in \mathbb{C}$ with $<\frac{x_{+}^{\lambda}}{\Gamma(\lambda+1)}, \varphi>$ a holomorphic function of $\lambda$ for all $\varphi \in \mathcal{D}(\mathbb{R})$.

In what follows, we will encounter the Beta-type integral $I_{B}(\lambda, \mu)$ defined for arbitrary complex $\lambda$ and $\mu$ as $I_{B}(\lambda, \mu)=\int_{0}^{1} t^{\lambda-1}(1-t)^{\mu-1} \mathrm{~d} t$. For $\operatorname{Re}(\lambda)>0$ and $\operatorname{Re}(\mu)>0$ this integral converges in the classical sense to the Beta function $B(\lambda, \mu)$, defined in terms of the Gamma function as

$$
B(\lambda, \mu)=\frac{\Gamma(\lambda) \Gamma(\mu)}{\Gamma(\lambda+\mu)} .
$$

For more general $\lambda$ and $\mu$ this relation remains valid, and this can easily be seen as follows: the Beta integral $I_{B}(\lambda, \mu)$ can actually be interpreted as the distribution $t_{+}^{\lambda-1}(1-t)_{+}^{\mu-1}$ acting on the constant function 1 . The product of the distributions $t_{+}^{\lambda-1}$ and $(1-t)_{+}^{\mu-1}$ is well-defined for those values for which they, respectively, exist (i.e. for $\operatorname{Re}(\lambda)>0$ and $\operatorname{Re}(\mu)>0$ ), as they have a "problematic behaviour" for different values (in case 0 and 1 ), and it has compact support $[0,1]=]-\infty, 1] \cap[0,+\infty[$. This means that as a function of $(\lambda, \mu)$, this product is defined in $\mathbb{C}^{2} \backslash\left\{(\lambda, \mu) \in \mathbb{C}^{2}: \lambda \in-\mathbb{N}, \mu \in-\mathbb{N}\right\}$ which is the complex plane minus a grid. This distribution yields the Beta function $B(\lambda, \mu)$ in the complex strip $\left\{(\lambda, \mu) \in \mathbb{C}^{2}: \operatorname{Re}(\lambda)>0, \operatorname{Re}(\mu)>0\right\}$ and for all other possible values this equality follows by analytic continuation. We may thus conclude that for all $(\lambda, \mu) \in \mathbb{C}^{2} \backslash\left\{(\lambda, \mu) \in \mathbb{C}^{2}: \lambda \in-\mathbb{N}, \mu \in-\mathbb{N}\right\}$ we have:

$$
\begin{equation*}
I_{B}(\lambda, \mu)=\frac{\Gamma(\lambda) \Gamma(\mu)}{\Gamma(\lambda+\mu)} \tag{2}
\end{equation*}
$$

Next we consider the distribution $\rho^{\lambda}$, with $\lambda \in \mathbb{C}$. The function $\rho$ is hereby defined for space-time vectors $(T, \underline{X}) \in \mathbb{R}^{1, m}$ by $\left(T^{2}-|\underline{X}|\right)^{1 / 2}$ if $(T, \underline{X}) \in F C$ and $\rho=0$ elsewhere. In the half-plane $\operatorname{Re}(\lambda)>-2$, the function $\rho^{\lambda}$ defines a regular distribution since $\rho^{\lambda}$ is locally integrable for these values of $\lambda$. Indeed,

$$
<\rho^{\lambda}, \varphi>=\iint\left(T^{2}-|\underline{X}|^{2}\right)^{\lambda / 2}(T, \underline{X}) \varphi(T, \underline{X}) \mathrm{d} T \mathrm{~d} \underline{X}
$$

defines an analytic function when $\operatorname{Re}(\lambda)>-2$ for $\varphi \in \mathcal{D}\left(\mathbb{R}^{1, m}\right)$. Analytic continuation can be used to extend $<\rho^{\lambda}, \varphi>$ to a meromorphic function in the whole complex plane.

For that purpose we introduce the wave-operator $\square=\partial_{T}^{2}-\Delta_{m}$ on $\mathbb{R}^{1, m}$. The fact that $\square \rho^{\lambda}=\lambda(\lambda+m-1) \rho^{\lambda-2}$, suggests the following definition for $\rho^{\lambda}$ in the strip $-2 n-2<$ $\lambda<-2 n$ :

$$
<\rho^{\lambda}, \varphi>=\frac{<\square^{n} \rho^{\lambda+2 n}, \varphi>}{(\lambda+2)(\lambda+4) \cdots(\lambda+2 n)(\lambda+m+1) \cdots(\lambda+m+2 n-1)} .
$$

Hence, $\rho^{\lambda}$ has poles at $\lambda=-2-2 n, n \in \mathbb{N}$ and at $\lambda=-1-m-2 n, n \in \mathbb{N}$. For $m$ even all the poles are simple, while for $m$ odd the points $-2,-4, \ldots, 1-m$ are simple poles and the points $-m-1,-m-3, \ldots$ are double poles.

The distributions $\rho^{\lambda}$ are normalized by introducing suitable factors. Putting

$$
\begin{equation*}
Z_{\mu}=\frac{\rho^{\mu-m-1}}{\pi^{((m-1) / 2)} 2^{\mu-1} \Gamma\left(\frac{\mu}{2}\right) \Gamma\left(\frac{\mu+1-m}{2}\right)} \tag{3}
\end{equation*}
$$

the functional $<Z_{\mu}, \varphi>$ becomes an entire function of the complex variable $\mu$ for each test function $\varphi \in \mathcal{D}\left(\mathbb{R}^{1, m}\right)$. These so-called Riesz-distributions $Z_{\mu}$ enjoy remarkable properties, a few of which will be listed here:
(1) The support of $Z_{\mu}$ is contained in the set $\overline{F C}$.
(2) The distributions $Z_{\mu}$ satisfy $Z_{\mu} * Z_{\nu}=Z_{\mu+\nu}$.
(3) For all $k \in \mathbb{N}$, we have: $Z_{-2 k}=\square^{k} \delta(X)$, with $\delta(X)=\delta(T) \delta(\underline{X})$ the delta-function in space-time co-ordinates.
(4) For all $\mu \in \mathbb{C}$ and $k \in \mathbb{N}, \square^{k} Z_{\mu}=Z_{\mu-2 k}$.

Let us then introduce $\mathcal{D}_{+}^{\prime}\left(\mathbb{R}^{1, m}\right)$ as the set of distributions $f \in \mathcal{D}^{\prime}\left(\mathbb{R}^{1, m}\right)$ with a support contained in $\overline{F C}$. Taking the convolution of two elements of $\mathcal{D}_{+}^{\prime}\left(\mathbb{R}^{1, m}\right)$, the result is again in $\mathcal{D}_{+}^{\prime}\left(\mathbb{R}^{1, m}\right)$ and hence $\mathcal{D}_{+}^{\prime}\left(\mathbb{R}^{1, m}\right)$ is a convolution algebra. The distributions $Z_{\mu}$ belong to $\mathcal{D}_{+}^{\prime}\left(\mathbb{R}^{1, m}\right)$, and their unique inverses in $\mathcal{D}_{+}^{\prime}\left(\mathbb{R}^{1, m}\right)$ are the distributions $Z_{-\mu}: Z_{\mu} * Z_{-\mu}=$ $\delta(X), \mu \in \mathbb{C}$. It follows that the differential equation $\square^{k} f=g$, with $f$ and $g$ belonging to $\mathcal{D}_{+}^{\prime}\left(\mathbb{R}^{1, m}\right)$, has unique solution $f=Z_{2 k} * g$.

## 4. The photogenic Cauchy kernel

In this section we solve the so-called photogenic Dirac equation for the hyperbolic fundamental solution having singularities on the nullcone. Note that it does not suffice to solve the equation $\left(\epsilon \partial_{T}-\underline{\partial}\right) E(T, \underline{X})=\delta(T \underline{\omega}-\underline{X})$, with $\underline{\omega} \in S^{m-1}$, although the right-hand side of this equation represents a delta function on the nullcone. In view of the projective nature of our model for the hyperbolic unit ball, we convolute the right-hand side with the distribution $T_{+}^{\alpha+m-1}$, which expresses the homogeneous character (see e.g. [8]). This leads
to the photogenic Dirac equation:

$$
\left(\epsilon \partial_{T}-\underline{\partial}\right) E_{\alpha, \underline{\omega}}(T, \underline{X})=T_{+}^{\alpha+m-1} \delta(\underline{X}-T \underline{\omega}),
$$

where we have chosen to label the fundamental solution with both its degree of homogeneity and the arbitrary unit vector $\underline{\omega}$. Note that we expect the distribution $E_{\alpha, \underline{\omega}}(T, \underline{X})$ to be undefined at the values $\alpha \in-m-\mathbb{N}$, because the right-hand side is not defined for these values. To solve this equation, we use the fact that $\left(\epsilon \partial_{T}-\underline{\partial}\right)^{2}=\square$. Hence, we first consider the scalar problem $\square \Phi_{\alpha, \underline{\omega}}(T, \underline{X})=T_{+}^{\alpha+m-1} \delta(\underline{X}-T \underline{\omega})$. As the right-hand side is contained in the set $\mathcal{D}_{+}^{\prime}\left(\mathbb{R}^{1, m}\right)$, we get: $\Phi_{\alpha, \underline{\omega}}(T, \underline{X})=Z_{2} * T_{+}^{\alpha+m-1} \delta(T \underline{\omega}-\underline{X})$. Using the definition for the Riesz-distribution $Z_{2}$, this leads to:

$$
\Phi_{\alpha, \underline{\omega}}(T, \underline{X})=\frac{1}{2 \pi^{m-1 / 2} \Gamma(3-m / 2)} \int_{0}^{S_{0}} \frac{S^{\alpha+m-1}}{\left[T^{2}-|\underline{X}|^{2}-2 S(T-<\underline{X}, \underline{\omega}>)\right]^{m-1 / 2}} \mathrm{~d} S,
$$

where we have put $S_{0}=\frac{T^{2}-|\underline{X}|^{2}}{2(T-\langle\underline{X}, \underline{\omega}>)}$. Recalling the definition of the Beta integral, we get for even dimensions $m$ :

$$
E_{\alpha, \underline{\omega}}(T, \underline{X})=\left(\epsilon \partial_{T}-\underline{\partial}\right)\left[\frac{\Gamma(\alpha+m)}{2^{1+\alpha+m} \pi^{m-1 / 2} \Gamma(\alpha+(m+3 / 2)} \frac{\left(T^{2}-|\underline{X}|^{2}\right)^{\alpha+((m+1) / 2)}}{(T-<\underline{X}, \underline{\omega}>)^{\alpha+m}}\right] .
$$

Denoting the constant in previous expression as $c(\alpha, m)$, we are lead to:

$$
\begin{aligned}
E_{\alpha, \underline{\omega}}(T, \underline{X})= & (2 \alpha+m+1) c(\alpha, m)(\epsilon T+\underline{X}) \frac{\left(T^{2}-|\underline{X}|^{2}\right)^{\alpha+((m-1) / 2)}}{(T-<\underline{X}, \underline{\omega}>)^{\alpha+m}} \\
& -(\alpha+m) c(\alpha, m)(\epsilon+\underline{\omega}) \frac{\left(T^{2}-|\underline{X}|^{2}\right)^{\alpha+((m+1) / 2)}}{(T-<\underline{X}, \underline{\omega}>)^{\alpha+m+1}} .
\end{aligned}
$$

This expression for $E_{\alpha, \underline{\omega}}(T, \underline{X})$ is however valid for both even and odd $m$. Although the Gamma function in the denominator of the expression for $c(\alpha, m)$ seems to remove the poles at $\alpha \in-m-\mathbb{N}$ (coming from the Gamma function in the nominator) in case of an odd dimension, there are poles at these values for $\alpha$ for both even and odd dimensions $m$. To illustrate this, we consider the residue for $\alpha=-m$. In that case, we have:

$$
\operatorname{Res}\left\{T_{+}^{\alpha+m-1} \delta(T \underline{\omega}-\underline{X}), \alpha=-m\right\}=\delta(T) \delta(T \underline{\omega}-\underline{X})=\delta(T) \delta(\underline{X}) .
$$

This means that $\operatorname{Res}\left\{Z_{2} * T_{+}^{\alpha+m-1} \delta(T \underline{\omega}-\underline{X}), \alpha=-m\right\}=Z_{2}$. On the other hand, we also have by definition:

$$
\operatorname{Res}\left\{\Phi_{\alpha, \underline{\omega}}(T, \underline{X}), \alpha=-m\right\}=\lim _{\alpha \rightarrow-m}(\alpha+m) \Phi_{\alpha, \underline{\omega}}(T, \underline{X})=Z_{2} .
$$

Thus, although the simplification

$$
\frac{\Gamma(\alpha+m)}{\Gamma(\alpha+(m+3 / 2))}=(\alpha+m-1) \cdots\left(\alpha+\frac{m+3}{2}\right)
$$

seems to remove the pole at $\alpha=-m$, it only makes it less obvious to see that there actually is a pole at this value. Because we now have two distributions which are equal in a strip of the complex plane and which have poles at the same values for $\alpha$, they are equal in the whole complex plane by analytic continuation.

## 5. The photogenic Cauchy transform

Now that we have found a photogenic Cauchy kernel we define a photogenic Cauchy transform. To do so, we will use the equivalence between the function theory for the Dirac operator on the hyperbolic unit ball and the function theory for the operator ( $\underline{\partial}+\epsilon[\mathbb{E}-\alpha]$ ) on $B_{m}(1)$. In terms of the geometrical model, this means that we project the photogenic Dirac equation onto the hyperplane $\Pi \leftrightarrow T=1 \subset \mathbb{R}^{1, m}$. Reintroducing $(\lambda, \underline{x})$ as coordinates in the $F C$, we get immediately that $(\underline{\partial}+\epsilon[\mathbb{E}-\alpha]) E_{\alpha}(\underline{x}, \underline{\omega})=-\delta(\underline{x}-\underline{\omega})$. The fundamental solution $E_{\alpha}(\underline{x}, \underline{\omega})$ is given by

$$
\begin{aligned}
E_{\alpha}(\underline{x}, \underline{\omega})= & (2 \alpha+m+1) c(\alpha, m)(\epsilon+\underline{x}) \frac{\left(1-r^{2}\right)^{\alpha+((m-1) / 2)}}{(1-<\underline{x}, \underline{\omega}>)^{\alpha+m}} \\
& -(\alpha+m) c(\alpha, m)(\epsilon+\underline{\omega}) \frac{\left(1-r^{2}\right)^{\alpha+((m+1) / 2)}}{(1-<\underline{x}, \underline{\omega}>)^{\alpha+m+1}},
\end{aligned}
$$

where we have put $\underline{x}=r \underline{\xi}$. We then define the photogenic Cauchy transform of a function $f(\underline{\omega})$ on $S^{m-1}$, for all $\underline{x} \in B(1)$, as

$$
\mathcal{C}_{F}^{\alpha}[f](\underline{x})=\frac{1}{A_{m}} \int_{S^{m-1}} E_{\alpha}(\underline{x}, \underline{\omega}) \underline{\omega} f(\underline{\omega}) \mathrm{d} \underline{\omega},
$$

where the additional factor $\underline{\omega}$ plays the role of unit normal vector on $S^{m-1}$. The result is a function $\mathcal{C}_{F}^{\alpha}[f](\underline{x})$, defined on $B(1)$, which is a solution for the operator $(\underline{\partial}+\epsilon(\mathbb{E}-\alpha))$. In view of the projective nature of our model for the hyperbolic unit ball, this means that $\mathcal{C}_{F}^{\alpha}[f](T, \underline{X})=T^{\alpha} \mathcal{C}_{F}^{\alpha}[f](\underline{X} \bar{T})$ is a hyperbolic monogenic function for all $(T, \underline{X}) \in F C$.
Because functions $f \in L_{2}\left(S^{m-1}\right)$ can be decomposed in a series of inner and outer spherical monogenics, we now calculate two things:
(1) for arbitrary $P_{k}(\underline{\omega}) \in M_{+}(k)$ we determine $\mathcal{C}_{F}^{\alpha}\left[P_{k}\right](\underline{x})$;
(2) for arbitrary $Q_{k}(\underline{\omega}) \in M_{-}(k)$ we determine $\mathcal{C}_{F}^{\alpha}\left[Q_{k}\right](\underline{x})$.

We will hereby make use of two lemmata. The first one is a refinement of the classical Hecke-Funk theorem (see e.g. [15]), and the latter yields a formula for an integral that will often occur in what follows.

Lemma 1. see [19]
Let $P_{k}(\underline{\omega}) \in M_{+}(k)$ and denote the Legendre polynomial of degree $k$ in $m$ dimensions by $P_{k, m}(t)$. Putting $\underline{x}=r \underline{\xi}$, we get:

$$
\begin{aligned}
& \int_{S^{m-1}} f(<\underline{x}, \underline{\omega}>) P_{k}(\underline{\omega}) \mathrm{d} \underline{\omega}=A_{m}\left(\int_{-1}^{1} f(r t) P_{k, m}(t)\left(1-t^{2}\right)^{(m-3) / 2} \mathrm{~d} t\right) P_{k}(\underline{\xi}), \\
& \int_{S^{m-1}} f(<\underline{x}, \underline{\omega}>) \underline{\omega} P_{k}(\underline{\omega}) \mathrm{d} \underline{\omega} \\
& \quad=A_{m}\left(\int_{-1}^{1} f(r t) P_{1+k, m}(t)\left(1-t^{2}\right)^{(m-3) / 2} \mathrm{~d} t\right) \underline{\xi} P_{k}(\underline{\xi}) .
\end{aligned}
$$

Lemma 2. Let $F(a, b ; c ; t)$ be Gauss' hypergeometric series and let $r<1$. We then have the following identity

$$
\begin{aligned}
& \int_{-1}^{1} \frac{P_{k, m}(t)\left(1-t^{2}\right)^{(m-3) / 2}}{(1-r t)^{\lambda}} \mathrm{d} t \\
& \quad=\frac{\pi^{(1 / 2)}(\lambda)_{k} \Gamma((m-1) / 2)}{2^{k}(m / 2)_{k} \Gamma(m / 2)} r^{k} F\left(\frac{k+\lambda}{2}, \frac{1+k+\lambda}{2} ; k+\frac{m}{2} ; r^{2}\right),
\end{aligned}
$$

where $(a)_{k}=a(a+1) \cdots(a+k-1)$ is the Pochammer symbol, with $(a)_{0}=1$.
Proof. This lemma can be proved by induction on the parameter $k$. For $k=0$ and $r<1$ :

$$
\int_{-1}^{1} \frac{\left(1-t^{2}\right)^{(m-3) / 2}}{(1-r t)^{\lambda}} \mathrm{d} t=\sum_{l=0}^{\infty}\binom{-\lambda}{2 l}(r)^{2 l} \int_{0}^{1}\left(t^{2}\right)^{l-(1 / 2)}\left(1-t^{2}\right)^{(m-3) / 2} \mathrm{~d} t^{2}
$$

which by means of the definition of the Beta function and properties of the Gamma function, reduces to

$$
\int_{-1}^{1} \frac{\left(1-t^{2}\right)^{(m-3) / 2}}{(1-r t)^{\lambda}} \mathrm{d} t=\sqrt{\pi} \frac{\Gamma((m-1) / 2)}{\Gamma(m / 2)} F\left(\frac{\lambda}{2}, \frac{1+\lambda}{2} ; \frac{m}{2} ; r^{2}\right) .
$$

For $k=1$ we get, with $P_{1, m}(t)=t$ :

$$
\int_{-1}^{1} \frac{t\left(1-t^{2}\right)^{(m-3) / 2}}{(1-r t)^{\lambda}} \mathrm{d} t=\frac{\partial_{r}}{\lambda-1} \int_{-1}^{1} \frac{\left(1-t^{2}\right)^{(m-3) / 2}}{(1-r t)^{\lambda-1}} \mathrm{~d} t
$$

which, by means of the fact that $\frac{\mathrm{d}}{\mathrm{d} x} F(a, b ; c ; x)=\frac{a b}{c} F(1+a, 1+b ; 1+c ; x)$, reduces to

$$
\int_{-1}^{1} \frac{t\left(1-t^{2}\right)^{(m-3) / 2}}{(1-r t)^{\lambda}} \mathrm{d} t=\sqrt{\pi} \frac{\lambda \Gamma((m-1) / 2)}{m \Gamma(m / 2)} r F\left(\frac{1+\lambda}{2}, 1+\frac{\lambda}{2} ; 1+\frac{m}{2} ; r^{2}\right) .
$$

The rest of the proof makes use of the recurrence formula for the Legendre polynomials (see e.g. [15]):

$$
\begin{aligned}
\int_{-1}^{1} \frac{P_{1+k, m}(t)\left(1-t^{2}\right)^{(m-3) / 2}}{(1-r t)^{\lambda}} \mathrm{d} t= & \frac{2 k+m-2}{k+m-2} \frac{\partial_{r}}{\lambda-1} \int_{-1}^{1} \frac{P_{k, m}(t)\left(1-t^{2}\right)^{(m-3) / 2}}{(1-r t)^{\lambda-1}} \mathrm{~d} t \\
& \times-\frac{k}{k+m-2} \int_{-1}^{1} \frac{P_{k-1, m}(t)\left(1-t^{2}\right)^{(m-3) / 2}}{(1-r t)^{\lambda-1}} \mathrm{~d} t .
\end{aligned}
$$

Using elementary properties of the hypergeometric series and the induction hypothesis, this can be simplified and yields

$$
\frac{\pi^{(1 / 2)}(\lambda)_{1+k} \Gamma((m-1) / 2)}{2^{1+k}(m / 2)_{1+k} \Gamma(m / 2)} r^{1+k} F\left(\frac{1+k+\lambda}{2}, 1+\frac{k+\lambda}{2} ; 1+k+\frac{m}{2} ; r^{2}\right) .
$$

This proves the Lemma.

### 5.1. The photogenic Cauchy transform of inner spherical monogenics

Consider an arbitrary element $P_{k}(\omega) \in M_{+}(k)$. By definition, we have:

$$
\mathcal{C}_{F}^{\alpha}\left[P_{k}\right](\underline{x})=\frac{1}{A_{m}} \int_{S^{m-1}} E_{\alpha}(\underline{x}, \underline{\omega}) \underline{\omega} P_{k}(\underline{\omega}) \mathrm{d} \underline{\omega} .
$$

The photogenic Cauchy transform has a bivector component $\mathcal{C}_{F}^{\alpha}\left[P_{k}\right]_{2}$ and a scalar component $\mathcal{C}_{F}^{\alpha}\left[P_{k}\right]_{0}$. Introducing the short-hand notation $\mathcal{P}(k, \lambda, r)$ for

$$
\mathcal{P}(k, \lambda ; r)=\int_{-1}^{1} \frac{P_{k, m}(t)\left(1-t^{2}\right)^{(m-3) / 2}}{(1-r t)^{\lambda}} \mathrm{d} t
$$

we get:

$$
\begin{aligned}
& \mathcal{C}_{F}^{\alpha}\left[P_{k}\right]_{2}=c(\alpha, m)\left[\begin{array}{c}
(2 \alpha+m+1)\left(1-r^{2}\right)^{\alpha+((m-1) / 2)} \mathcal{P}(1+k, \alpha+m ; r) \\
-(\alpha+m)\left(1-r^{2}\right)^{\alpha+((m+1) / 2)} \mathcal{P}(1+k, \alpha+m+1 ; r)
\end{array}\right] \epsilon \underline{\xi} P_{k}(\underline{\xi}), \\
& \mathcal{C}_{F}^{\alpha}\left[P_{k}\right]_{0}=-c(\alpha, m)\left[\begin{array}{c}
(2 \alpha+m+1)\left(1-r^{2}\right)^{\alpha+((m-1) / 2)} r \mathcal{P}(1+k, \alpha+m ; r) \\
-(\alpha+m)\left(1-r^{2}\right)^{\alpha+((m+1) / 2)} \mathcal{P}(k, \alpha+m+1 ; r)
\end{array}\right] P_{k}(\underline{\xi}) .
\end{aligned}
$$

With the aid of Lemma 2, this reduces to

$$
\begin{aligned}
\mathcal{C}_{F}^{\alpha}\left[P_{k}\right]_{2}= & c(\alpha, m) \frac{\pi^{(1 / 2)} \Gamma(\alpha+m+k+1) \Gamma((m-1) / 2)}{2^{k+1} \Gamma(1+k+(m / 2) \Gamma(\alpha+m)} \\
& \times\left(1-r^{2}\right)^{\alpha+((m-1) / 2)} \epsilon \underline{x} P_{k}(\underline{x})
\end{aligned}
$$

$$
\left.\begin{array}{c}
\quad\left[\begin{array}{l}
(2 \alpha+m+1) F\left(\frac{1+\alpha+m+k}{2}, 1+\frac{\alpha+m+k}{2} ; 1+k+\frac{m}{2} ; r^{2}\right) \\
-(\alpha+m+k+1)\left(1-r^{2}\right) F \\
\times\left(1+\frac{\alpha+m+k}{2}, 1+\frac{1+\alpha+m+k}{2} ; 1+k+\frac{m}{2} ; r^{2}\right)
\end{array}\right], \\
\mathcal{C}_{F}^{\alpha}\left[P_{k}\right]_{0}=-c(\alpha, m) \frac{\pi^{(1 / 2)} \Gamma(\alpha+m+k+1) \Gamma((m-1) / 2)}{2^{k} \Gamma(k+(m / 2)) \Gamma(\alpha+m)}\left(1-r^{2}\right)^{\alpha+((m-1) / 2)} P_{k}(\underline{x})
\end{array}\right] .
$$

Eventually making use of the definition of the hypergeometric series to simplify the terms between square brackets and using Kummer's relation, we find:

$$
\begin{aligned}
\mathcal{C}_{F}^{\alpha}\left[P_{k}\right](\underline{x}) & =\mathcal{C}_{F}^{\alpha}\left[P_{k}\right]_{0}+\mathcal{C}_{F}^{\alpha}\left[P_{k}\right]_{2} \\
& =c(\alpha, m) \frac{\pi^{(1 / 2)} \Gamma(\alpha+m+k+1) \Gamma((m-1) / 2)}{2^{k} \Gamma(k+(m / 2)) \Gamma(\alpha+m)} \operatorname{Mod}(\alpha, k, \underline{x}) P_{k}(\underline{x})
\end{aligned}
$$

with $\operatorname{Mod}(\alpha, k, \underline{x})$ given by Definition 1 .

### 5.2. The photogenic Cauchy transform of outer spherical monogenics

Next, we consider an arbitrary outer spherical monogenic $Q_{k}(\underline{\omega}) \in M_{-}(k)$. Note that we restrict ourselves to $Q_{k}(\underline{\omega})=\underline{\omega} P_{k}(\underline{\omega})$ such that $P_{k}(\underline{\omega}) \in M_{+}(k)$ takes its values in the even subalgebra, whence $\left[P_{k}(\underline{\omega}), \epsilon\right]=0$. We have by definition:

$$
\mathcal{C}_{F}^{\alpha}\left[Q_{k}\right](\underline{x})=-\frac{1}{A_{m}} \int_{S^{m-1}} E_{\alpha}(\underline{x}, \underline{\omega}) P_{k}(\underline{\omega}) \mathrm{d} \underline{\omega} .
$$

This time the photogenic Cauchy transform consists, up to the term $P_{k}(\underline{\xi})$, of a part $\mathcal{C}_{F}^{\alpha}\left[Q_{k}\right]_{\epsilon}$ in $\epsilon$ and a part $\mathcal{C}_{F}^{\alpha}\left[Q_{k}\right]_{\underline{\xi}}$ in $\underline{\xi}$, respectively, given by (hereby making use of Lemma 1):

$$
\begin{aligned}
\mathcal{C}_{F}^{\alpha}\left[Q_{k}\right]_{\epsilon}= & c(\alpha, m)\left[\begin{array}{l}
-(2 \alpha+m+1)\left(1-r^{2}\right)^{\alpha+((m-1) / 2)} \mathcal{P}(k, \alpha+m ; r) \\
+(\alpha+m)\left(1-r^{2}\right)^{\alpha+((m+1) / 2)} \mathcal{P}(k, \alpha+m+1 ; r)
\end{array}\right] \epsilon P_{k}(\underline{\xi}), \\
\mathcal{C}_{F}^{\alpha}\left[Q_{k}\right]_{\underline{\xi}}= & -c(\alpha, m)\left[\begin{array}{l}
(2 \alpha+m+1)\left(1-r^{2}\right)^{\alpha+((m-1) / 2)} r \mathcal{P}(k, \alpha+m ; r) \\
-(\alpha+m)\left(1-r^{2}\right)^{\alpha+((m+1) / 2)} \mathcal{P}(1+k, \alpha+m+1 ; r)
\end{array}\right] \\
& \times \underline{\xi} P_{k}(\underline{\xi}) .
\end{aligned}
$$

With the aid of Lemma 2, this reduces to

$$
\left.\begin{array}{rl}
\mathcal{C}_{F}^{\alpha}\left[P_{k}\right]_{\epsilon}= & c(\alpha, m) \frac{\pi^{(1 / 2)} \Gamma(\alpha+m+k) \Gamma((m-1) / 2)}{2^{k} \Gamma(k+(m / 2)) \Gamma(\alpha+m)}\left(1-r^{2}\right)^{\alpha+((m-1) / 2)} \epsilon P_{k}(\underline{x}) \\
& \times\left[\begin{array}{l}
-(2 \alpha+m+1) F\left(\frac{\alpha+m+k}{2}, \frac{1+\alpha+m+k}{2} ; k+\frac{m}{2} ; r^{2}\right) \\
+(\alpha+m+k)\left(1-r^{2}\right) F \\
\\
\times\left(1+\frac{\alpha+m+k}{2}, \frac{1+\alpha+m+k}{2} ; k+\frac{m}{2} ; r^{2}\right)
\end{array}\right], \\
\mathcal{C}_{F}^{\alpha}\left[P_{k}\right]_{\underline{\xi}}= & -c(\alpha, m) \frac{\pi^{(1 / 2)} \Gamma(\alpha+m+k+1) \Gamma((m-1) / 2)}{2^{k} \Gamma(k+(m / 2)) \Gamma(\alpha+m)} \\
& \times\left(1-r^{2}\right)^{\alpha+((m-1) / 2) \underline{x} P_{k}(\underline{x})} \\
& {\left[\begin{array}{l}
\left.\frac{2 \alpha+m+1}{\alpha+m+k} F\left(\frac{\alpha+m+k}{2}, \frac{1+\alpha+m+k}{2} ; k+\frac{m}{2} ; r^{2}\right)\right] \\
\times
\end{array}\right]} \\
-\left(1-r^{2}\right) \frac{\alpha+m+k+1}{2 k+m} F \\
\times\left(1+\frac{\alpha+m+k}{2}, 1+\frac{1+\alpha+m+k}{2} ; 1+k+\frac{m}{2} ; r^{2}\right)
\end{array}\right], ~ \$
$$

Eventually making use of the definition of the hypergeometric series to simplify the terms between square brackets we get:

$$
\begin{aligned}
\mathcal{C}_{F}^{\alpha}\left[Q_{k}\right](\underline{x})= & \mathcal{C}_{F}^{\alpha}\left[Q_{k}\right]_{\epsilon}+\mathcal{C}_{F}^{\alpha}\left[Q_{k}\right]_{\underline{\xi}} \\
= & -(1+\alpha-k) c(\alpha, m) \frac{\pi^{(1 / 2)} \Gamma(\alpha+m+k) \Gamma((m-1) / 2)}{2^{k} \Gamma(k+(m / 2)) \Gamma(\alpha+m)} \\
& \times \operatorname{Mod}(\alpha, k, \underline{x}) P_{k}(\underline{x}) \epsilon .
\end{aligned}
$$

## 6. Photogenic boundary values

Now that we have found the photogenic Cauchy transforms of inner and outer spherical monogenic functions on $\mathbb{R}^{m}$, we will determine their boundary values. By that, we mean the following: as both $\mathcal{C}_{F}^{\alpha}\left[P_{k}\right](\underline{x})$ and $\mathcal{C}_{F}^{\alpha}\left[Q_{k}\right](\underline{x})$ are solutions to the operator $(\underline{\partial}+\epsilon[\mathbb{E}-\alpha])$ defined in the unit ball $B_{m}(1) \subset \mathbb{R}^{m}$, one can wonder whether the following limits exist:

$$
\begin{aligned}
& \mathcal{C}_{F}^{\alpha}\left[P_{k}\right] \uparrow(\underline{\xi})=\lim _{r \rightarrow 1^{-}}\left[H(1-r) \mathcal{C}_{F}^{\alpha}\left[P_{k}\right](r \underline{\xi})\right], \\
& \mathcal{C}_{F}^{\alpha}\left[Q_{k}\right] \uparrow(\underline{\xi})=\lim _{r \rightarrow 1^{-}}\left[H(1-r) \mathcal{C}_{F}^{\alpha}\left[Q_{k}\right](r \underline{\xi})\right] .
\end{aligned}
$$

In order to calculate these limits, we will make use of the following property of the hypergeometric function: for $\operatorname{Re}(c-a-b)>0$ and $c \notin-\mathbb{N}$, we have

$$
\begin{equation*}
\lim _{t \rightarrow 1} F(a, b ; c ; t)=\frac{\Gamma(c-a-b) \Gamma(c)}{\Gamma(c-a) \Gamma(c-b)} \tag{4}
\end{equation*}
$$

Recalling the definitions of the function $\operatorname{Mod}(\alpha, k, \underline{x})$ and the constant $c(\alpha, m)$, one can easily verify that for $\operatorname{Re}(\alpha)+\frac{m-1}{2}>0$

$$
\begin{equation*}
\mathcal{C}_{F}^{\alpha}\left[P_{k}\right] \uparrow(\underline{\xi})=\frac{\Gamma((m-1) / 2)}{8 \pi^{((m-1) / 2)}} \frac{(\alpha+m+k)\{(\alpha+m+k-1)+(k-\alpha) \underline{\xi} \epsilon\} P_{k}(\underline{\xi})}{(\alpha+((m+1) / 2))(\alpha+((m-1) / 2))}, \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{C}_{F}^{\alpha}\left[Q_{k}\right] \uparrow(\underline{\xi})=\frac{\Gamma((m-1) / 2)}{8 \pi^{((m-1) / 2)}} \frac{(1+\alpha-k)\{(\alpha-k)-(\alpha+m+k-1) \xi \epsilon\} Q_{k}(\underline{\xi})}{(\alpha+((m+1) / 2))(\alpha+((m-1) / 2))} . \tag{6}
\end{equation*}
$$

Both formulae can be represented by means of the spherical angular operator $\Gamma_{\underline{\xi}}$ on $S^{m-1}$ as follows:

$$
\begin{aligned}
& \mathcal{C}_{F}^{\alpha}\left[P_{k}\right] \uparrow(\underline{\xi})=\frac{\Gamma((m-1) / 2)}{8 \pi^{((m-1) / 2)}} \frac{\left\{\left(\alpha+m-1-\Gamma_{\underline{\xi}}\right)-\underline{\xi} \epsilon\left(\Gamma_{\underline{\xi}}+\alpha\right)\right\}\left(\alpha+m-\Gamma_{\underline{\xi}}\right) P_{k}(\underline{\xi})}{(\alpha+((m+1) / 2))(\alpha+((m-1) / 2))}, \\
& \mathcal{C}_{F}^{\alpha}\left[Q_{k}\right] \uparrow(\underline{\xi})=\frac{\Gamma((m-1) / 2)}{8 \pi^{((m-1) / 2)}} \frac{\left\{\left(\alpha+m-1-\Gamma_{\underline{\xi}}\right)-\underline{\xi} \epsilon\left(\Gamma_{\underline{\xi}}+\alpha\right)\right\}\left(\alpha+m-\Gamma_{\underline{\xi}}\right) Q_{k}(\underline{\xi})}{(\alpha+((m+1) / 2))(\alpha+((m-1) / 2))} .
\end{aligned}
$$

This shows that for $\operatorname{Re}(\alpha)+\frac{m-1}{2}>0$ the boundary values $\mathcal{C}_{F}^{\alpha}\left[P_{k}\right] \uparrow(\underline{\xi})$ and $\mathcal{C}_{F}^{\alpha}\left[Q_{k}\right] \uparrow(\underline{\xi})$ can be found by letting the polynomial operator

$$
\mathcal{P}_{\alpha}\left(\Gamma_{\underline{\xi}}\right)=\frac{\Gamma((m-1) / 2)}{8 \pi^{((m-1) / 2)}} \frac{\left\{\left(\alpha+m-1-\Gamma_{\underline{\xi}}\right)-\underline{\xi} \epsilon\left(\Gamma_{\underline{\xi}}+\alpha\right)\right\}\left(\alpha+m-\Gamma_{\underline{\xi}}\right)}{(\alpha+((m+1) / 2))(\alpha+((m-1) / 2))}
$$

in $\Gamma_{\xi}$ act, respectively, on the spherical monogenics $P_{k}(\xi)$ and $Q_{k}(\xi)$. These formulae can be reinterpreted, in such a way that they can be recovered as the action of a distribution on the spherical monogenics. Two different approaches can be followed. The first one uses the above facts:

$$
\begin{aligned}
& \mathcal{C}_{F}^{\alpha}\left[P_{k}\right] \uparrow(\underline{\xi})=\int_{S^{m-1}} \delta(\underline{\xi}-\underline{\omega}) \mathcal{P}_{\alpha}\left(\Gamma_{\underline{\omega}}\right) P_{k}(\underline{\omega}) \mathrm{d} \underline{\omega}, \\
& \mathcal{C}_{F}^{\alpha}\left[Q_{k}\right] \uparrow(\underline{\xi})=\int_{S^{m-1}} \delta(\underline{\xi}-\underline{\omega}) \mathcal{P}_{\alpha}\left(\Gamma_{\underline{\omega}}\right) Q_{k}(\underline{\omega}) \mathrm{d} \underline{\omega} .
\end{aligned}
$$

With the aid of (1), this becomes:

$$
\begin{aligned}
& \mathcal{C}_{F}^{\alpha}\left[P_{k}\right] \uparrow(\underline{\xi})=\int_{S^{m-1}} \overline{\mathcal{P}_{\alpha}\left(\Gamma_{\underline{\omega}}\right) \delta(\underline{\xi}-\underline{\omega})} P_{k}(\underline{\omega}) \mathrm{d} \underline{\omega}, \\
& \mathcal{C}_{F}^{\alpha}\left[Q_{k}\right] \uparrow(\underline{\xi})=\int_{S^{m-1}} \overline{\mathcal{P}_{\alpha}\left(\Gamma_{\underline{\omega}}\right) \delta(\underline{\xi}-\underline{\omega})} Q_{k}(\underline{\omega}) \mathrm{d} \underline{\omega} .
\end{aligned}
$$

If we now define the action of a distribution $\mathcal{D}(\underline{\omega})$ on a test function $\varphi(\underline{\omega})$ by

$$
\begin{equation*}
<\mathcal{D}(\underline{\omega}), \varphi(\underline{\omega})>=\int_{S^{m-1}} \mathcal{D}(\underline{\omega}) \underline{\omega} \varphi(\underline{\omega}) \mathrm{d} \underline{\omega} \tag{7}
\end{equation*}
$$

we get for all complex $\alpha$ such that $\operatorname{Re}(\alpha)+\frac{m-1}{2}>0$ :

$$
\begin{aligned}
& \mathcal{C}_{F}^{\alpha}\left[P_{k}\right] \uparrow(\underline{\xi})=<\underline{\underline{\omega} \mathcal{P}_{\alpha}\left(\Gamma_{\underline{\omega}}\right) \delta(\underline{\xi}-\underline{\omega})}, P_{k}(\underline{\omega})>, \\
& \mathcal{C}_{F}^{\alpha}\left[Q_{k}\right] \uparrow(\underline{\xi})=<\underline{\underline{\omega} \mathcal{P}_{\alpha}\left(\Gamma_{\underline{\omega}}\right) \delta(\underline{\xi}-\underline{\omega})}, Q_{k}(\underline{\omega})>.
\end{aligned}
$$

On the other hand, we can also use the photogenic Cauchy kernel and interpret $E_{\alpha}(\underline{x}, \underline{\omega})$, with $\underline{x}=r \underline{\xi}$ as a distribution in $\underline{\xi}$. When acting on a test function $\varphi(\underline{\xi})$, the action then becomes (using the definition in expression (7)):

$$
<E_{\alpha}(r \underline{\xi}, \underline{\omega}), \varphi(\underline{\xi})>=\int_{S^{m-1}} E_{\alpha}(r \underline{\xi}, \underline{\omega}) \underline{\xi} \varphi(\underline{\xi}) \mathrm{d} \underline{\xi}
$$

If we let this distribution act upon $P_{k}(\underline{\xi})$ and $Q_{k}(\underline{\xi})$, respectively, we get (hereby using similar calculations as in Section 5):

$$
\begin{aligned}
& <E_{\alpha}(r \underline{\xi}, \underline{\omega}), P_{k}(\underline{\xi})> \\
& = \\
& \quad c(\alpha, m) \frac{((k-\alpha) / 2)}{k+(m / 2)} \frac{\pi^{(1 / 2)} \Gamma(\alpha+m+k+1) \Gamma((m-1) / 2)}{2^{k} \Gamma(\alpha+m) \Gamma(k+(m / 2))} \\
& \quad \times r^{1+k} \underline{\omega \epsilon} F\left(\frac{1+k-\alpha}{2}, 1+\frac{k-\alpha}{2} ; 1+k+\frac{m}{2} ; r^{2}\right) \\
& \quad \times P_{k}(\underline{\omega})+c(\alpha, m)(\alpha-k)(\alpha-k+1) \frac{\pi^{(1 / 2)} \Gamma(\alpha+m+k) \Gamma((m-1) / 2)}{2^{k+1} \Gamma(\alpha+m) \Gamma(1+k+(m / 2)} \\
& \quad \times r^{k} F\left(\frac{1+k-\alpha}{2}, 1+\frac{k-\alpha}{2} ; 1+k+\frac{m}{2} ; r^{2}\right) P_{k}(\underline{\omega}) .
\end{aligned}
$$

For complex $\alpha$ such that $\operatorname{Re}(\alpha)+\frac{m-1}{2}>0$, we thus get in the limit $\lim _{r \rightarrow 1}$, hereby making use of (4):

$$
\frac{\Gamma((m-1) / 2)}{8 \pi^{((m-1) / 2)}} \frac{(\alpha-k)\{(\alpha-k-1)-\underline{\omega} \epsilon(\alpha+m+k)\} P_{k}(\underline{\omega})}{(\alpha+((m+1) / 2))(\alpha+((m-1) / 2))} .
$$

Completely analogously, we find for $<E_{\alpha}(r \underline{\xi}, \underline{\omega}), Q_{k}(\underline{\xi})>$ :

$$
\begin{aligned}
& <E_{\alpha}(r \underline{\xi}, \underline{\omega}), Q_{k}(\underline{\xi})> \\
& = \\
& -c(\alpha, m)(1+\alpha-k) \frac{\pi^{(1 / 2)} \Gamma(\alpha+m+k) \Gamma((m-1) / 2)}{2^{k} \Gamma(\alpha+m) \Gamma(k+(m / 2))} \\
& \quad \times r^{k} \epsilon F\left(\frac{k-\alpha}{2}, \frac{1+k-\alpha}{2} ; k+\frac{m}{2} ; r^{2}\right) P_{k}(\underline{\omega})+c(\alpha, m)
\end{aligned}
$$

$$
\begin{aligned}
& \times \frac{\pi^{(1 / 2)} \Gamma(\alpha+m+k) \Gamma((m-1) / 2)}{2^{k+1} \Gamma(\alpha+m) \Gamma(1+k+(m / 2))} \\
& \times r^{k} \underline{\omega} ; F\left(\frac{k-\alpha}{2}, \frac{1+k-\alpha}{2} ; k+\frac{m}{2} ; r^{2}\right) P_{k}(\underline{\omega}),
\end{aligned}
$$

which for $\operatorname{Re}(\alpha)+\frac{m-1}{2}>0$ in the limit $\lim _{r \rightarrow 1}$ reduces to

$$
\frac{\Gamma((m-1) / 2)}{8 \pi^{((m-1) / 2)}} \frac{(\alpha+m+k-1)\{(\alpha+m+k)-\omega \epsilon(1+\alpha-k)\} Q_{k}(\underline{\omega})}{(\alpha+((m+1) / 2))(\alpha+((m-1) / 2))} .
$$

Comparing the expressions for $<E_{\alpha}(r \underline{\xi}, \underline{\omega}), P_{k}(\underline{\xi})>$ and $<E_{\alpha}(r \underline{\xi}, \underline{\omega}), Q_{k}(\underline{\xi})>$ in the limit $\lim _{r \rightarrow 1}$ with the expressions (5) and (6) for the boundary values of the photogenic Cauchy transform, we notice that:

$$
\begin{aligned}
& \lim _{r \rightarrow 1}<E_{\alpha}(r \underline{\xi}, \underline{\omega}), P_{k}(\underline{\xi})>=\mathcal{C}_{F}^{-\alpha-m}\left[P_{k}\right] \uparrow(\underline{\omega}), \\
& \lim _{r \rightarrow 1}<E_{\alpha}(r \underline{\xi}, \underline{\omega}), Q_{k}(\underline{\xi})>=\mathcal{C}_{F}^{-\alpha-m}\left[Q_{k}\right] \uparrow(\underline{\omega}) .
\end{aligned}
$$

Putting $\beta=-\alpha-m$, we then make the following conclusion:

$$
\begin{aligned}
& \lim _{r \rightarrow 1}<E_{\alpha}(r \underline{\xi}, \underline{\omega}), P_{k}(\underline{\xi})>=\mathcal{C}_{F}^{\beta}\left[P_{k}\right] \uparrow(\underline{\omega}), \\
& \lim _{r \rightarrow 1}<E_{\alpha}(r \underline{\xi}, \underline{\omega}), Q_{k}(\underline{\xi})>=\mathcal{C}_{F}^{\beta}\left[Q_{k}\right] \uparrow(\underline{\omega}) .
\end{aligned}
$$

Looking at the formulae for $\mathcal{C}_{F}^{\beta}\left[P_{k}\right] \uparrow(\underline{\omega})$ and $\lim _{r \rightarrow 1}<E_{\alpha}(r \underline{\xi}, \underline{\omega}), P_{k}(\underline{\xi})>$, it is immediately clear that these are identical except for the fact that the arguments of the photogenic kernel are switched, and that $\alpha \leftrightarrow \beta$.

This phenomenon was already encountered in previous papers (see e.g. [10]): the fundamental solution for the hyperbolic Dirac equation is both monogenic w.r.t. the Dirac operator in the variable ( $T, \underline{X}$ ) acting from the left and the Dirac operator in the variable ( $S, \underline{Y}$ ) acting from the right, provided that there is $\alpha$-homogeneity in $(T, \underline{X}$ ) and at the same time $\beta$-homogeneity in ( $S, \underline{Y}$ ).

## References

[1] F. Brackx, R. Delanghe, F. Sommen, Clifford Analysis, Pitman Publishing, 1982.
[2] D. Calderbank, Dirac operators and Clifford analysis on manifolds with boundary, Max Planck Institute for Mathematics, Bonn, Preprint Number 96-131, 1996.
[3] P. Cerejeiras, U. Kähler, F. Sommen, Clifford analysis on projective hyperbolic space, J. Nat. Geom. 22 (2002) 19-34.
[4] P. Cerejeiras, U. Kähler, F. Sommen, Clifford analysis on projective hyperbolic space II, Math. Meth. Appl. Sci. 25 (2002) 1465-1477.
[5] J. Cnops, Manifolds with and without embeddings, Clifford algebras and their application in mathematical physics, Aachen, 1996, pp. 57-65.
[6] E.M. de Jager, Applications of Distributions in Mathematical Physics, 10, Math. Centre Tact, Amsterdam, 1964.
[7] R. Delanghe, F. Sommen, V. Souc̆ek, Clifford Algebra and Spinor-valued Functions, Kluwer Academic Publishers, 1992.
[8] D. Eelbode, Solutions for the hyperbolic Dirac equation on $\mathbb{R}_{1, m}$, Complex Variables 485 (2003) 377-395.
[9] D. Eelbode, F. Sommen, The inverse Radon transform and the fundamental solution of the hyperbolic Diracequation, Math. Z. 247 (2004) 733-745.
[10] D. Eelbode, F. Sommen, Taylor series on the hyperbolic unit ball, Bull. Belg. Math. Soc.,in press.
[11] I.M. Gel'fand, S.G. Gindikin, M.I. Graev, Integral geometry in affine and projective spaces, Transl. Itogi. Nauk. Tekh. Seria Sovrem. Probl. Mat. 16 (1980) 53-226.
[12] I.M. Gel'fand, G.E. Shilov, Generalized Functions I: Properties and Operations, Academic Press, New York, 1964.
[13] J. Gilbert, M.A.M. Murray, Clifford Algebras and Dirac Operators in Harmonic Analysis, Cambridge University Press, 1991.
[14] J. Hadamard, Lectures on Cauchy's Problem in Linear Partial Differential Equations, Dover, New York, 1952.
[15] H. Hochstadt, The functions of mathematical physics, In: Pure and Applied Math, 23, Wiley Interscience, New York, 1971.
[16] M. Riesz, L'integrale de Riemann-Liouville et le problème de Cauchy, Acta Math. 81 (1949) 1-223.
[17] H. Liu, J. Ryan, Clifford analysis techniques for spherical PDE, J. Fourier Anal. Appl. 8 (2002) 535-563.
[18] F. Sommen, P. Van Lancker, Homogeneous functions in Euclidean space, Integr. Transf. Spec. F 7 (3-4) (1998) 285-298.
[19] F. Sommen, Plane wave decompositions of monogenic functions, Annal. Polon. Math. XLIX, 101-114, (1987).
[20] P. Van Lancker, Clifford analysis on the unit sphere, Ph.D. Thesis, Ghent, Belgium, 1996.


[^0]:    * Corresponding author. Tel.: +3292644921; fax: +3292644987.

    E-mail addresses: deef@cage.ugent.be (D. Eelbode), fs@cage.ugent.be (F. Sommen).

